## Subject card



| Subject contents | Hartley information measure |
| :---: | :---: |
|  | Amount of information according to Shannon |
|  | Additivity of information |
|  | Shannon entropy |
|  | MaxEnt principle |
|  | Method of Lagrange multipliers |
|  | Ekstremum entropii przy kilku więzach |
|  | Kolmogorov-Nagumo averages |
|  | Derivation of Renyi entropy from KN averages |
|  | Additivity of Renyi information |
|  | Tsallis entropy |
|  | Shannon entropy as a limit of Renyi entropy |
|  | Zipf-Mandelbrot law |
|  | MaxEnt principle for Renyi entropies |
|  | Fractals |
|  | Richardson's law |
|  | Fractal dimension |
|  | Joint entropy |
|  | Conditional entropy |
|  | Mutual information |
|  | Mutual information vs. conditional entropy |
|  | Relative entropy |
|  | Concave and convex functions |
|  | Jensen inequality |
|  | Information inequality |


|  | Log-sum inequality |  |  |
| :---: | :---: | :---: | :---: |
|  | Non-negativity of mutual information |  |  |
|  | Entropy vs. 2nd law of thermodynamics |  |  |
|  | 2nd law of thermodynamics for Markov chains |  |  |
|  | Codes |  |  |
|  | Alphabets |  |  |
|  | Dictionaries |  |  |
|  | Prefix code |  |  |
|  | Kraft inequality |  |  |
|  | Shannon theorem on discrete coding |  |  |
|  | Shannon code |  |  |
|  | Shannon-Fano code |  |  |
|  | Arithmetic coding |  |  |
|  | Huffman code |  |  |
|  | Bernoulli law of large numbers |  |  |
|  | Asymptotic equipartition principle for the Bernoulli process |  |  |
|  | Theorem on capacity of a channel |  |  |
| Prerequisites and co-requisites | Elementary probability calculus. |  |  |
| Assessment methods and criteria | Subject passing criteria | Passing threshold | Perce |
|  | Oral exam | 60.0\% | 50.0\% |
|  | Seminar | 60.0\% | 50.0\% |
| Recommended reading | Basic literature | T. M. Cover, J. A. Thomas, Elements of information theory (Wiley, New York, 1991). |  |
|  | Supplementary literature | A. Renyi, Selected papers of Alfred Renyi (Akadmiai Kiado, Budapest, 1976). |  |
|  | eResources addresses | Adresy na platformie eNauczanie: |  |
| Example issues/ | Properties of Shannon information |  |  |
|  | Construct a Huffman code for a given set of events |  |  |
|  | Prove Jensen inequality |  |  |
| Work placement | Not applicable |  |  |

