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Karta przedmiotu

POLITECHNIKA
GDANSKA

Nazwa i kod przedmiotu

Metody optymalizacji, PG_00060231

Kierunek studiow

Fizyka Techniczna

Data rozpoczecia studiéw

pazdziernik 2025 r.

Rok akademicki realizacji
przedmiotu

2027/2028

Poziom ksztalcenia

| stopnia - inzynierskie

Grupa zajec

Grupa zaje¢ fakultatywnych

Grupa zaje¢ powigzanych z
prowadzonymi badaniami
naukowymi w dziedzinie nauki
zwigzanej z kierunkiem - profil
ogolnoakademicki

Forma studiéw stacjonarne Sposéb realizacji na uczelni
Rok studiow 3 Jezyk wykladowy polski
Semestr studiow 6 Liczba punktéw ECTS 6.0
Profil ksztatcenia ogolnoakademicki Forma zaliczenia egzamin

Jednostka prowadzaca

Wydziaty Politechniki Gdanskiej -> Wydziat Fizyki Technicznej i Matematyki Stosowanej -> Instytut Fizyki i
Informatyki Stosowanej -> Zaktad Fizyki Zderzen Elektronowych

Imie i nazwisko
wyktadowcy (wyktadowcdow)

Odpowiedzialny za przedmiot

dr Maciej Kuna

Prowadzacy zajecia z przedmiotu

Formy zaje¢ Forma zaje¢ Wyktad Cwiczenia Laboratorium | Projekt Seminarium [RAZEM
Liczba godzin zaje¢ |30.0 0.0 30.0 0.0 0.0 60
W tym liczba godzin zaje¢ na odlegtos¢: 0.0
Aktywnos¢ studenta Aktywnos¢ studenta |Udziat w zajeciach Udziat w Praca wtasna RAZEM
i liczba godzin pracy dydaktycznych, objetych konsultacjach studenta
planem studiow
Liczba godzin pracy |60 5.0 85.0 150
studenta

Cel przedmiotu

Celem wyktadu jest przedstawienie klasycznych i wywodzgcych sie z uczenia maszynowego metod
optymalizacji w sposéb umozliwiajgcy szybkie zaimplementowanie ich pod postacig odpowiednich

algorytméw.

Omoéwione sg na wyktadzie wspétczesne algorytmy optymalizujgce z potozeniem nacisku na ich inspiracje w

fizyce i biologii.

Efekty uczenia sie
przedmiotu

Efekt kierunkowy

Efekt z przedmiotu

Sposob weryfikacji i oceny efektu

[K6_KO01] rozumie potrzebe
uczenia sie przez cate zycie oraz
potrzebe podnoszenia
kompetencji zawodowych i
osobistych, inspiruje i organizuje
proces uczenia sie innych oséb

Student jest Swiadomy zmian w
nowoczesnej optymalizacji

[SK5] Ocena umiejetnosci
rozwigzywania problemoéw
wystepujgcych w praktyce

[K6_U04] planuje i przeprowadza
eksperymenty, krytycznie
analizuje ich wyniki, wyciaga
whnioski i formutuje opinie,
posiada doswiadczenie w pracy
laboratoryjnej

Student zna metody algorytmiczne
weryfikowania i analizy danych.

[SU4] Ocena umiejgtnosci
korzystania z metod i narzedzi

[K6_WO03] posiada
uporzgdkowang wiedze w
zakresie matematyki wyzszej,
obejmujgca algebre, analize,
probabilistyke i metody
numeryczne, w stopniu
umozliwiajgcym wykorzystanie do
podstawowego opisu, zrozumienia
i modelowania zjawisk fizycznych
i niektérych procesow
technicznych

Student rozumie jak zastosowac
narzedzia analizy matematycznej i
algebry do oceny modelowania
zjawisk

[SW2] Ocena wiedzy zawartej w
prezentacji
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Tresci przedmiotu

Treéci przedmiotu - wyktad

Matematyczne podstawy optymalizacji. Numeryczna algebra liniowa. Normy wektoréw, operacje na
wektorach i macierzach. Analiza matematyczna. Warunki istnienia ekstreméw funkc;ji jednej oraz wielu
zmiennych i metody ich sprawdzenia. Metody znajdowania pochodnych.

Klasyczne metody optymalizacji. Algorytmy optymalizacji funkcji jednej zmiennej: dzielenia przedziatu na
potowe, ztotego podziatu, liczb Fiboncciego, Newtona-Raphsona i siecznych. Algorytmy optymalizacji funkcji
wielu zmiennych: hiperszescienna, Neldera-Meada, kierunkéw sprzezonych, Cauchy'ego, Newtona.
Zagadnienia optymalizacyjne w uczeniu maszynowym:

Regresija liniowa, gradientu prostego, regresja wielomianowa, regularyzowane modele liniowe, regresja
logistyczna, liniowa i nieliniowa regresja SVM, drzewa decyzyjne, uczenie zespotowe wtym lasy losowe,
redukcja wymiarowosci, uczenie gtebokich sieci neuronowych.

Tresci przedmiotu - laboratoria

PyCharm: IDE do tworzenia oprogramowania w Pythonie

Regresja liniowa

Rozktad wedtug wartosci wartosci osobliwych (SVD) i pseudoodwrotno$¢ macierzy
Optymalizacja z wykorzystaniem warunkéw KKT

Scikit-learn

Nieliniowa SVM (zmiana jader i parametrow jadra)

Uczenie zespotowe - agregacja

Uczenie zespotowe - klasyfikator gltosowania (glosowanie twarde i migkkie)
Analiza PCA jadra z wykorzystaniem radialnych funkcji bazowych

Sieci neuronowe: Stochastyczny spadek wzdtuz gradientu, Momentum, RMSprop, AdaGrad, Adam
Tensorflow

Keras: API funkcjonalne

Uczenie Q, Generatywne sieci przeciwstawne

Wymagania wstepne
i dodatkowe

Sposoby i kryteria

Sposob oceniania (sktadowe)

Prég zaliczeniowy

Sktadowa oceny koncowej

Oceni?nia Osiagan.ych Zaliczenie laboratorium 50.0% 50.0%
efekiow uczenia sie Kolokwium 50.0% 50.0%
Zalecana lista lektur Podstawowa lista lektur 1. A. Geron - Uzenie maszynowe z uzyciem Scikit-Learn i
TensorFlow, 2 wydanie Helion, 2020
2. Singiresu S.Rao Engineering Optymalization - Theory and Practie,
Wiley 2009.
3. Findestein. Metody obliczeniowe optymalizacji, PWN, 1977
4. R.Wieczorkowski, Z, Zielinski, Komputerowe generatory liczb
losowych, WNT, 1997
5. X.Yang. Engineering Optimization - An Introduction With
Metaheuristic Applications, Wiley, 2010
Uzupetniajgca lista lektur 1. K.Kukuta, Badania Operacyjne w przyktadach i zadaniach, PWN

2011

2. M. Wahde, Biologically Inspired Optimization Methods - An
Introduction (WIT, 2008)

3. S. Luke, Essentials of Metaheuristics, Lulu, second edition,
available at http://cs.gmu.edu/sean/book/metaheuristics/

4. G. Rozenberg, Handbook of Natural Computing, Springer 2012

5. T.Weise Global Optimization Algorithms Theory and Application ,
http://www.it-weise.de/, 2013

Adresy eZasobdw

Przyktadowe zagadnienia/
przyktadowe pytania/
realizowane zadania

Zastosowanie regresiji liniowej do otymalizacji danych.

Regularyzowanie modeli liniowych.

Liniowa i nieliniowa regresja SVM.

Uczenie gtebokich sieci neuronowych.

Zajecia praktyczne
w ramach przedmiotu

Nie dotyczy
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