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Data rozpoczecia studiéw  (luty 2026 r. Rok akademicki realizaciji 2025/2026
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Poziom ksztatcenia Il stopnia Grupa zaje¢

Forma studiow stacjonarne Sposob realizaciji na uczelni

Rok studiow 1 Jezyk wyktadowy polski

Semestr studiow 1 Liczba punktow ECTS 3.0

Profil ksztatcenia ogdlnoakademicki Forma zaliczenia zaliczenie

Jednostka prowadzaca

Wydziaty Politechniki Gdanskiej -> Wydziat Elektroniki, Telekomunikacji i Informatyki -> Katedra Systemoéw

Multimedialnych

Imie i nazwisko
wyktadowcy (wyktadowcdow)

Odpowiedzialny za przedmiot

dr hab. inz. Piotr Szczuko

Prowadzacy zajecia z przedmiotu

dr hab. inz. Piotr Szczuko

mgr inz. Mateusz Groth

dr hab. inz. tukasz Kulas

dr inz. Bartosz Czaplewski

prof. dr hab. inz. Andrzej Czyzewski

dr inz. Krzysztof Cwalina

Formy zaje¢ Forma zaje¢ Wyktad Cwiczenia Laboratorium | Projekt Seminarium |RAZEM
Liczba godzin zaje¢ |30.0 0.0 15.0 0.0 0.0 45
W tym liczba godzin zaje¢ na odlegtos¢: 0.0
Aktywnos¢ studenta Aktywnos¢ studenta |Udziat w zajeciach Udziat w Praca wtasna RAZEM
i liczba godzin pracy dydaktycznych, objetych konsultacjach studenta
planem studiow
Liczba godzin pracy |45 0.0 0.0 45
studenta

Cel przedmiotu

Celem przedmiotu jest zapoznanie studentéw z zastosowaniami uczenia maszynowego i sztucznej
inteligencji w szeroko rozumianych dziedzinach nauki i techniki, zwigzanych z telekomunikacjg i elektronika.
W przedmiocie zaprezentowane zostang wybrane, nowoczesne i jednoczes$nie waznie i popularne
technologie i trendy rozwoju sztucznej inteligencji, w tym: duze modele jezykowe, gtebokie sieci neuronowe,
sieci splotowe i omowione zostang ich zastosowania w: przetwarzaniu i zdobywaniu wiedzy, analizie danych
obrazowych i sygnatéw, detekcji, segmentac;i i klasyfikacji obiektéw w obrazach i inne. Oméwione zostang
kierunki i trendy w rozwoju systemdw inzynierii wiedzy, interfejsow cztowieka z komputerem, predykgiji,
rekomendaciji, diagnostyki. Poruszone zostang problemy przygotowania danych dla uczenia maszynowego,
oceny doktadnosci modeli, ich poprawnego budowania i trenowania, etycznego i odpowiedzialnego

wdrazania.
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Efekty uczenia sie
przedmiotu

Efekt kierunkowy

Efekt z przedmiotu

Sposéb weryfikacji i oceny efektu

[K7_W10] zna i rozumie w
pogtebionym stopniu podstawowe
procesy zachodzace w cyklu zycia
urzgdzen, obiektow i systemow
technicznych oraz metody
wspomagania procesow i funkcji,
specyficzne dla kierunku studiéw

Zna i rozumie w pogtebionym
stopniu podstawowe procesy
zachodzace w cyklu zycia
systemdw technicznych opartych
na Al — od etapu projektowania,
przez przygotowanie danych,
tworzenie i trenowanie modeli,
wdrazanie w systemach
technicznych, az po ich
utrzymanie, monitorowanie i
rozwoj.

Rozumie metody wspomagania
procesow analitycznych,
decyzyjnych i diagnostycznych w
telekomunikacji i elektronice przy
uzyciu systemow sztucznej
inteligenciji.

Zna specyfike i wyzwania
zwigzane z integracjg rozwigzan
Al z istniejgcymi systemami
technicznymi oraz wptyw takich
rozwigzan na cykl zycia produktow
i ustug

[SW1] Ocena wiedzy
faktograficznej

[K7_W11] zna i rozumie w
pogtebionym stopniu ogdine
zasady tworzenia i rozwoju form
indywidualnej przedsigbiorczosci
oraz ekonomiczne, prawne i inne
uwarunkowania réznych rodzajow
dziatan zwigzanych z nadang
kwalifikacjg, w tym zasady
ochrony wiasnosci przemystowe;j i
prawa autorskiego

Zna i rozumie w pogtebionym
stopniu zasady tworzenia i
rozwoju indywidualnej
przedsigbiorczosci w obszarze
sztucznej inteligenc;ji i technologii
teleinformatycznych, w tym
modele biznesowe oparte na Al.

Rozumie ekonomiczne, prawne i
etyczne uwarunkowania dziatan
zwigzanych z wdrazaniem
systemow Al, w szczegdlnosci w
kontekscie ochrony wtasnosci
przemystowej i prawa autorskiego
w odniesieniu do modeli,
algorytméw i danych.

Zna aktualne regulacje i wyzwania
prawne oraz etyczne zwigzane ze
stosowaniem sztucznej inteligenc;ji
w praktyce inzynierskiej.

[SW1] Ocena wiedzy
faktograficznej

[K7_U12] potrafi w pogtebionym
stopniu analizowa¢ dziatanie
elementoéw, uktadéw i systemow
zwigzanych z kierunkiem studiow
oraz mierzy¢ ich parametry i
bada¢ charakterystyki techniczne,
a takze planowac i przeprowadzac¢
eksperymenty zwigzane z
kierunkiem studiow, w tym
symulacje komputerowe,
interpretowac uzyskane wyniki i
wyciggac¢ wnioski

Potrafi w pogtebionym stopniu
analizowac¢ dziatanie elementow,
uktadow i systemow Al
stosowanych w telekomunikacji i
elektronice, takich jak modele
uczenia maszynowego i sieci
neuronowe.

Umie mierzy¢ i ocenia¢ parametry
oraz charakterystyki techniczne
modeli Al (np. doktadnos¢,
precyzje, czutosc¢, czas dziatania,
zapotrzebowanie na zasoby),
zaréwno w $rodowisku
rzeczywistym, jak i w warunkach
symulacyjnych.

Potrafi planowa¢ i przeprowadzac¢
eksperymenty zwigzane z
wdrazaniem i testowaniem
systemoéw Al — w tym
komputerowe symulacje proceséw
przetwarzania danych obrazowych
i sygnatowych, analizy
predykcyjne i klasyfikacyjne.

Umie interpretowac uzyskane
wyniki eksperymentéw oraz
wyciggac¢ wnioski dotyczace
skutecznosci, niezawodnosci i
uzytecznosci badanych
rozwigzan, z uwzglednieniem
aspektéw technicznych,
uzytkowych i etycznych

[SU1] Ocena realizacji zadania
[SU3] Ocena umiejetnosci
wykorzystania wiedzy uzyskanej
w ramach przedmiotu

[SU4] Ocena umiejetnosci
korzystania z metod i narzedzi
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Efekt kierunkowy

Efekt z przedmiotu

Sposob weryfikacji i oceny efektu

[K7_WO03] zna i rozumie w
pogtebionym stopniu budowe i
zasady dziatania komponentow i
systemow zwigzanych z
kierunkiem studidow, w tym teorie,
metody i ztozone zaleznosci
miedzy nimi oraz wybrane
zagadnienia szczegotowe —
wiasciwe dla programu ksztatcenia

Student:

Zna i rozumie w pogtebionym
stopniu budowe oraz zasady
dziatania nowoczesnych
komponentéw i systeméw
wykorzystujgcych sztuczng
inteligencje i uczenie maszynowe
w telekomunikaciji i elektronice.

Rozumie teorie, metody oraz
ztozone zaleznosci miedzy
architekturami sieci neuronowych
(w tym gtebokich, konwolucyjnych
i duzych modeli jezykowych) a ich
zastosowaniami w analizie danych
obrazowych, sygnatowych oraz w
systemach przetwarzania
informaciji.

Zna szczegotowe zagadnienia
zwigzane z przygotowaniem
danych, procesem trenowania
modeli, oceng ich jakosci oraz
integracjg z systemami
technicznymi wtasciwymi dla
telekomunikaciji i elektroniki

[SW3] Ocena wiedzy zawartej w
opracowaniu tekstowym i
projektowym

[SW1] Ocena wiedzy
faktograficznej

Tresci przedmiotu

Treéci przedmiotu - wyktad

Wprowadzenie do Al, narzedzia Al

Zastosowanie Al w przetwarzaniu i analizie dzwieku i obrazu
Przygotowanie danych do uczenia i testowania Al

Aspekty i problemy etyczne oraz energetyczne rozwoju i wdrazania sztucznej inteligenc;ji
Zastosowanie Al w komunikacji radiowej

Zastosowanie sztucznej inteligencji w systemach teleinformacyjnych
Architektury sieci neuronowych, wyjasnianie decyzji modeli

Al w sensoryce na potrzeby biomedycyny i ochrony srodowiska

Al w bezprzewodowych systemach wbudowanych

Al w systemach swiadomosci sytuacyjnej pojazdéw autonomicznych

Wymagania wstepne
i dodatkowe

Sposoby i kryteria
oceniania osigganych
efektow uczenia sie

Sposéb oceniania (sktadowe)

Prog zaliczeniowy

Sktadowa oceny koncowej

Kolokwium

51.0%

50.0%

Laboratorium

51.0%

50.0%

Zalecana lista lektur

Podstawowa lista lektur

Sanchez-Lengeling, et al., "A Gentle Introduction to Graph Neural
Networks", Distill, 2021. DOI:10.23915/distill. 00033

Cho A, et al., "Transformer Explainer: Interactive Learning of Text-
Generative Models" IEEE VIS 2024, DOI: 10.48550/arXiv.2408.04619.
https://poloclub.github.io/transformer-explainer/

Tabor J, et al., "Gtebokie uczenie. Wprowadzenie", Helion 2022.

Uzupetniajaca lista lektur

Goodfellow I, et al. Deep Learning, 2016 https://

www.deeplearningbook.org/

Adresy eZasobéw

Uzupetniajace

https://enauczanie.pg.edu.pl/moodle/course/view.php?id=44556 -

eNauczanie
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Przyktadowe zagadnienia/
przyktadowe pytania/
realizowane zadania

Wyijasnij réznice pomiedzy klasycznymi sieciami neuronowymi a sieciami splotowymi (CNN). Jakie
zastosowania majg sieci splotowe w analizie danych obrazowych i sygnatowych?

Wymien i scharakteryzuj metody oceny jakosci modeli uczenia maszynowego. Podaj przyktady dla zadan
klasyfikacji, segmentacji i generowania tekstu.

Omow znaczenie aspektow etycznych, prawnych i technicznych przy wdrazaniu rozwigzan Al.

Zajecia praktyczne
w ramach przedmiotu

Nie dotyczy

Dokument wygenerowany elektronicznie. Nie wymaga pieczeci ani podpisu.
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